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(57) ABSTRACT

Methods and devices for adding hyperlink to text are dis-
closed: generating hyperlink word list and characteristic
word list in advance, determining co-occurrence frequency
with each hyperlink word; to each text X which to be added
the hyperlink, word segmentation processing them respec-
tively, extracting the hyperlink word occurred in the hyper-
link word list and the characteristic word occurred in the
characteristic word list from results of word segmentation,
determining weights of each extracted hyperlink word and
extracted characteristic word, getting final weights of each
extracted hypertext link word according to the co-occur-
rence frequency of each extracted characteristic word and
each extracted hyperlink word and the weights; descend-
ingly sorting each extracted hyperlink word according to the
final weights, adding hyperlink to first k hyperlink words,
and K is positive integer. Applying the solution, it can
improve the relativity of the added hyperlink and the text,
and it is easy to implement.

10 Claims, 3 Drawing Sheets
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METHOD, DEVICE, AND COMPUTER
STORAGE MEDIA FOR ADDING
HYPERLINK TO TEXT

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the priority benefit of Chinese
Patent Application No. 201210087642.0 field on Mar. 29,
2012, the content of which is incorporated by reference
herein in its entirety for all purposes.

FIELD

The present disclosure relates to text processing, technol-
ogy field, and specifically to a method and a device for
adding hyperlink to text.

BACKGROUND

A hyperlink is a reference to a link in the Internet that
points to a specific target, which will automatically jump to
the specific target by clicking the hyperlink.

Different texts are linked together by adding the hyper-
links in the texts. As shown in FIG. 1, FIG. 1 is a schematic
diagram of an existing text adding the hyperlinks. In the
FIG. 1, certain words such as “Hall of Supreme Harmony”,
“Hall of Complete Harmony” and “Hall of Preserving
Harmony” are added the hyperlinks. In practical applica-
tions, the words added the hyperlinks are usually called
hyperlink words which are often represented by blue fonts
with underlines.

In the prior art, the following methods are generally used
to add the hyperlink to the text:

1) to each text to be added the hyperlink, manually
determining which words need to be added the hyperlinks;

2) creating a hyperlink word list, and matching texts to be
added the hyperlinks with the hyperlink word list, and
adding the hyperlinks to the words appearing in the hyper-
link word list according the matching results.

However, in practice, the above two methods exist some
problems:

to method 1) duo to the need for manual operations, this
method is not convenient to achieve, especially adding the
hyperlinks to a large number of texts;

to method 2) although this method is relatively easy to
realize, but it just only adds the hyperlinks to the matched
words, which may result in a lower correlation between the
tests and the hyperlinks added to the texts.

SUMMARY

In view of this, a main purpose of present disclosure is
providing a method for adding hyperlink to text and a device
for adding hyperlink to text, which can improve the corre-
lation between the texts and the hyperlinks added to the
texts, and be easy to implement.

In order to achieve the above object, the technology
solution of the present disclosure is realized as:

a method for adding hyperlink to text, including:

creating a hyperlink word list in advance, the hyperlink
word list comprising a plurality of hyperlink words;

collecting a variety of texts, and generating a character-
istic word list by implementing word segmentation process-
ing for each of the texts, the characteristic word list com-
prising a plurality of characteristic words;
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2

for each of the characteristic words, computing a co-
occurrence, frequency between each of the characteristic
words and each of the hyperlink words;

considering each text to be added a hyperlink as a text X,
and processing the text X by following steps:

carrying out the word segmentation processing to the text
X, and obtaining a segmentation result;

extracting the hyperlink words occurred in the hyperlink
word list and the characteristic words occurred in the
characteristic word list from the segmentation result;

computing a weight of each of the hyperlink words that
are occurred in the hyperlink word list, and computing a
weight of each of the characteristic words that are occurred
in the characteristic word list;

determining a final weight of each of the hyperlink words
according to each co-occurrence frequency and the weights
of the hyperlink words;

descendingly sorting the hyperlink words occurred in the
hyperlink word list according to the final weights of the
hyperlink words, and obtaining K numbers of hyperlink
words that are arranged in first; and

adding hyperlinks for the K numbers of hyperlink words,
wherein K is a positive integer.

A device for adding hyperlink to text, includes:

a preprocessing module, configured to create a hyperlink
word list in advance, collect a variety of texts, generate a
characteristic word list by implementing word segmentation
processing for each of the texts, and for each of the char-
acteristic words computer a co-occurrence frequency
between each characteristic word list and each hyperlink
word, wherein the hyperlink word list comprising a plurality
of hyperlink words and the characteristic word list compris-
ing a plurality of characteristic words;

an adding module, configured to consider each text to be
added a hyperlink as a text X, and process the text by
following steps:

carrying out the word segmentation processing to the text
X, and obtaining a segmentation result;

extracting the hyperlink words occurred in the hyperlink
word list and the characteristic words occurred in the
characteristic word list from the segmentation result;

computing a weight of each of the hyperlink words that
are occurred in the hyperlink word list, and computing a
weight of each of the characteristic words that are occurred
in the characteristic word list;

determining a final weight of each of the hyperlink words
according to each co-occurrence frequency and the weights
of the hyperlink words;

descendingly sorting the hyperlink words occurred in the
hyperlink word list according to the final weights of the
hyperlink words, and obtaining K numbers of hyperlink
words that are arranged in first; and

adding hyperlinks for the K numbers of hyperlink words,
wherein, K is a positive integer.

According to the above technical solutions of the present
disclosure, by using the embodiments of the present inven-
tion, the correlation between the words by counting the
co-occurrence relationship between the words of the col-
lected text, and the final weights of each extracted hyperlink
word are obtained according to the co-occurrence frequency
of each extracted characteristic word and each extracted
hyperlink word from the texts to be added the hyperlinks,
and the hyperlink words with larger final weight values are
added the hyperlinks, thereby increasing the correlation
between the texts and the hyperlinks to be added. Moreover,
by use of the solution of the present disclosure, it can
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automatically determine to add the hyperlinks to which
words without mar operations, which are easy to implement.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic diagram of an existing text adding
the hyperlinks.

FIG. 2 is a flowchart of a method for adding hyperlink to
text provided in one embodiment of the present invention.

FIG. 3 is a schematic diagram of a device for adding
hyperlink to text provided in one embodiment of the present
invention.

DETAILED DESCRIPTION OF ILLUSTRATED
EMBODIMENTS

Embodiment of the present disclosure provides a solution
for adding hyperlink to text, which can improve the corre-
lation between texts and hyperlinks added to the texts, and
be easy to implement.

Further description of present disclosure will be illus-
trated, which is combined with embodiments in drawings
and detailed embodiments to make the purpose, the techni-
cal solutions and the advantages of the present invention
more clearly.

Referring to FIG. 2, FIG. 2 is a flowchart of a method for
adding hyperlink to text provided in one embodiment of the
present invention. As shown in FIG. 2, the method may
include steps as below.

In step 21; creating a hyperlink word list in advance and
collecting a variety of texts, and generating a characteristic
word list by implementing word segmentation processing
for each of the texts, and for each of the characteristic words,
respectively computing a co-occurrence frequency between
each of the characteristic word lists and each of the hyper-
link words.

In this step, the hyperlink word list is first generated, and
specifically includes hyperlink words which can be deter-
mined based on actual need. The hyperlink word list can be
generated by the way of manual editing, or also automati-
cally generated by machine; this does not make a specific
limit.

The texts can be collected from the Internet to generating
the characteristic word list and counting co-occurrence
relationship between words. How to collect the texts is an
existing technology, in theory, the number of the collected
texts is the more the better, and the specific number of the
texts can be determined according to the actual needs.

The specific processes of generating the characteristic
word list and computing co-occurrence relationship between
words may include:

1) carrying out the word segmentation processing for each
collected text;

2) extracting all unrepeated words obtained by the word
segmentation processing as the characteristic words to form
a characteristic word list; or, in order to reduce subsequent
processing workload, removing high-frequency words, stop
words and low-frequency words from all the unrepeated
words obtained by the word segmentation processing, and
considering remaining words as the characteristic words to
form a characteristic word list; how to segment words and
how to distinguish the high-frequency words, the stop words
and the low-frequency words from all the unrepeated words
are existing technology;

Moreover, after obtaining the characteristic word list,
respectively determining IDF (inverse document frequency)
value of each characteristic word, the IDF value can be
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calculated by the following processes: obtaining a quotient
by a quantity of the variety of texts collected divided by a
quantity of texts appearing the characteristic words, and
calculating a logarithm, of the quotient;

3) respectively computing the co-occurrence frequency
between each characteristic word and each hyperlink word,
specifically including processes:

for each characteristic word y and each hyperlink word x,
calculating the co-occurrence frequency P(x/y) using a for-
mula of:

P(x/y)=a quantity of xy co-occurrences/a quantity y
occurrences;

ey

wherein, the quantity of Xy co-occurrences represents the
number of texts appearing the characteristic words y and the
hyperlink words x in the same time in all the selected texts;
the quantity of'y occurrences represents the number of texts
appearing the characteristic words y;

o,

for each characteristic word y and each hyperlink word x,
calculating the co-occurrence frequency P(x/y) using a for-
mula of:

Pxly)y=Hx,y)/1(x,y)=H(x,y) (Hx)+H(y)-H(x.y)); @

wherein, H represents information entropy; I represents
mutual information; the information entropy H is a measure
of the uncertainty associated with random variables of the
hyperlink word x and the characteristic word y, whose unit
is bit, and the mutual information I is a measure of the
mutual dependence of two random variables of the hyperlink
word x and the characteristic word y, whose unit is bit. The
specific calculations of the information entropy H and the
mutual information I are known in the art;

in practical applications, any one of the above two ways
can be selected according to actual needs.

In step 22: considering each text to be added a hyperlink
as a text X, and processing the text X to be added a hyperlink
respectively according to the following processes as shown
in steps 23-26.

In order to facilitate presentation, the text X is used here
to represent any one text which needs to be added the
hyperlink.

In step 23: carrying out the word segmentation processing
to the text X and obtaining a segmentation result.

In step 24: extracting the hyperlink words occurred in the
hyperlink word list and the characteristic words occurred in
the characteristic word list from the segmentation results and
computing a weight of each of the extracted hyperlink words
and each of the extracted characteristic words.

Wherein, the segmentation result of word segmentation is
matched with the hyperlink word list and the characteristic
word list generated in the step 21, to extract the hyperlink
words occurred in the hyperlink word list and the charac-
teristic words occurred in the characteristic word list.

Furthermore, in this step, for each hyperlink word H, the
weight WH of the extracted hyperlink word H can be
calculated by the following formula (3):

WH=TFH*IDFH: 3)

wherein, TFH represents TF (term frequency) value of the
hyperlink word H, that is, TFH refers to the quantity of the
hyperlink word H appearing in the text X, and IDFH
represents IDF value of the hyperlink word H.

In his step, for each characteristic word F, the weight WH
of the characteristic word F can be calculated by the fol-
lowing formula (4):

WF=TFF*IDFF; )
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wherein, TFF represents TF value of the characteristic
word F, and IDFF represents IDF value of the characteristic
word F.

In the embodiment of the present invention, each IDF
value has been figured out in the step 21.

In step 25: determining a final weight of each of the
hyperlink words according to each co-occurrence frequency
and the weights of the hyperlink words.

In this step, for each hyperlink word H, the final weight
WH' of the extracted hyperlink word H can be calculated by
the following formula (5):

u &)
Wiy = Wi x » P(H/F)x Wes
i=1

wherein, a represents the quantity of the characteristic
words.

The value of P(H/F,) has been calculated in the step 21.

In step 26: descendingly sorting the hyperlink words
occurred in the hyperlink word list according to the final
weights of the hyperlink words, and obtaining K numbers of
hyperlink words that arranged in first, and adding hyperlinks
for the K numbers of hyperlink words, wherein, K is a
positive integer.

In summary, the description for the method provided in
the embodiments of the present invention is completed.

Based on the above description for the method, referring
to FIG. 3, a device for adding hyperlink to text is provided.
FIG. 3 is a schematic diagram of a device for adding
hyperlink to text provided in one embodiment of the present
invention. The device may include: a preprocessing module
and an adding module.

The preprocessing module, is capable of creating a hyper-
link word list in advance and collecting a variety of texts,
and generating a characteristic word list by implementing
word segmentation processing for each of the texts, and for
each of the characteristic words computing a co-occurrence
frequency between each of the characteristic words and each
of the hyperlink words.

The adding module, is capable of considering each text to
be added a hyperlink as a text X and processing the text X
respectively according to the following steps in detail:

carrying out the word segmentation processing to the text
X and obtaining segmentation result;

extracting the hyperlink words occurred in the hyperlink
word list and the characteristic words occurred in the
characteristic word list from the segmentation result and
computing a weight of each of the hyperlink words that are
occurred in the hyperlink word list, and computing a weight
of each of the characteristic words that are occurred in the
characteristic word list;

determining a final weight of each hyperlink word accord-
ing to each co-occurrence frequency and the weights of the
hyperlink words; and

descendingly sorting the hyperlink words occurred in the
hyperlink word list according to the final weights of the
hyperlink words, and obtaining K numbers of hyperlink
words that are arranged in first, and adding the hyperlinks
for the K numbers of hyperlink words, wherein, K is a
positive integer.

In the embodiment of the present invention, the prepro-
cessing module may include: a first processing unit and a
second processing unit.

The first processing unit, is capable of creating a hyper-
link word list.
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The second processing unit, is capable of collecting a
variety of texts, and generating a characteristic word list by
implementing word segmentation processing for each text,
and respectively computing the co-occurrence frequency
between each characteristic word and each hyperlink word.

The second processing unit can further include: a second
processing sub-unit and a second processing sub-unit, which
are not shown in FIG. 3 to simplify the drawing.

The first processing sub-unit, is capable of collecting a
variety of texts.

The second processing sub-unit, is capable of carrying out
the word segmentation processing for each collected text,
and extracting all unrepeated words obtained by the word
segmentation processing as the characteristic words to form
a characteristic word list; or, removing high-frequency
words, stop words and low-frequency words from all the
unrepeated words obtained by the word segmentation pro-
cessing, and considering remaining words as the character-
istic words to form a characteristic word list;

moreover, for each characteristic word y and each hyper-
link word x, calculating the co-occurrence frequency P(x/y)
by a formula (1);

P(x/y)=a quantity of xy co-occurrences/a quantity y
occurrences

ey

wherein, the quantity of Xy co-occurrences represents the
number of texts appearing the characteristic words y and the
hyperlink words x in the same time in all the selected texts;
the quantity of'y occurrences represents the number of texts
appearing the characteristic words y;

or, for each characteristic word y and each hyperlink word
X, calculating the co-occurrence frequency P(x/y) by a
formula (2):

Poxly)y=Hx,y)1(x,y)=Hx,y) (Hx)+H(y)-H(xy) @

wherein, H represents information entropy; I represents
mutual information; the information entropy H is a measure
of the uncertainty associated with random variables of the
hyperlink word x and the characteristic word y, whose unit
is bit, and the mutual information I is a measure of the
mutual dependence of two random variables of the hyperlink
word x and the characteristic word y, whose unit is bit.

The adding module may include; a third processing unit,
a fourth processing unit and a fifth processing unit.

The third processing unit, is capable of carrying out the
word segmentation processing to the text X and obtaining a
segmentation result.

The fourth processing unit, is capable of extracting the
hyperlink words occurred in the hyperlink word list and the
characteristic words occurred in the characteristic word list
from the segmentation result and computing a weight of
each of the extracted hyperlink word that are occurred in the
hyperlink word list, and computing a weight of each of the
extracted characteristic words that are occurred in the char-
acteristic word list, and determining a final weight of each
of the hyperlink words according to each co-occurrence
frequency and the weights of the hyperlink words.

The fifth processing unit, is capable of descendingly
sorting the hyperlink words occurred in the hyperlink word
list according to the final weights of the hyperlink words,
and obtaining K numbers of hyperlink words that are
arranged in first, and adding hyperlinks fix the K numbers of
hyperlink words, wherein, K is a positive integer.

Moreover, the second processing sub-unit is further
capable of respectively determining an IDF value of each
characteristic word, the IDF value can be calculated by the
following processes: obtaining a quotient by a quantity of
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the variety of texts collected divided by a quantity of texts
appearing the characteristic words, and calculating a loga-
rithm of the quotient.

The fourth processing unit can further include: a third
processing sub-unit and a fourth processing sub-unit, which
are not shown in FIG. 3 to simplify the drawing.

The third processing sub-unit, is capable of extract the
hyperlink words occurred in the hyperlink word list and the
characteristic words occurred in the characteristic word list
from the segmentation result.

Furthermore, for each hyperlink word H, the weight WH
of the hyperlink word H can be calculated by a following
formula (3):

WH=TFH*IDFH: 3)

wherein, TFH represents TF (term frequency) value of the
hyperlink word H, that is, TFH, refers to the quantity of the
hyperlink word H appearing in the text X, and IDFH
represents IDF value of the hyperlink word H.

For each characteristic word F, the weight WH of the
characteristic word F can be calculated by a following
formula (4):

WF=TFF*IDFF; )

wherein, TFF represents TF value of the characteristic
word F, and IDFF represents IDF value of the characteristic
word F.

The fourth processing sub-unit, is capable of for each
hyped ink word H, calculating the final weight WH' of the
hyperlink word H by a following formula (5):

u ®
Wi =Wy sy PUH|F) W
i=1

wherein, n represents the quantity of the extracted char-
acteristic words.

The specific workflow of the device provided in the
embodiment of FIG. 3 can be found in the method provided
in the embodiment of FIG. 2, which is not repeated here.

The present disclosure further provides a computer read-
able storage media, storing one or more programs for
execution by one or more processors of a computer having
a display, the one or more programs comprising instructions
for executing the method for adding hyperlink to text by a
machine. Specifically, a system or a device configured with
the storage media can be provided, and the storage media
stores software program codes which can execute and real-
ize the function of any embodiment of the above embodi-
ments, and computers (such as CPUs or MPUs) of the
system or the device read and execute the program codes
stored in the storage media.

In this case, the program codes stored in the storage media
themselves can execute and realize the function of any
embodiment of the above embodiments, therefore, the pro-
gram codes and the storage media including the program
codes constitute one part of the present disclosure.

Embodiments of the storage media for supplying the
program codes include: a floppy disk, a hard disk, a CD
(compact disc) (such as, CD-ROM, CD-R, CD-RW, DVD-
ROM, DVD-RAM, DVD-RW, DVD+RW), a magnetic tape,
a non-volatile memory card and ROM. Alternatively, the
program codes can be downloaded from server computers
by a communication network.

Furthermore, it should be noted that the operating system
of the computer can execute and complete some or all the
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actual operations by executing the program codes read by
the computer or by executing the instructions based on the
program codes, therefore realizing the functions of any
embodiment of the above embodiments.

Moreover, it should be understood that the program codes
read out from the storage media are written in memories of
expansion boards inserted in the computer, or are written in
memories provided in expansion units connected to the
computer, and then the instructions based on the program
codes can enable the CPUs mounted on the expansion
boards or the expansion units to execute and perform some
or all the actual operations, therefore realizing the functions
of any embodiment of the above embodiments.

While the present disclosure has been described with
reference to particular embodiments, it will be understood
that the embodiments are illustrative and that the invention
scope is not so limited. Alternative embodiments of the
present invention will become apparent to those having
ordinary skill in the art to which the present invention
pertains. Such alternate embodiments are considered to be
encompassed within the spirit and scope of the present
disclosure. Accordingly, the scope of the present invention is
described by the appended claims and is supported by the
foregoing description.

What is claimed is:
1. A method for adding hyperlinks to hyperlink words in
a text, comprising:

creating a hyperlink word list in advance, the hyperlink
word list comprising a plurality of hyperlink words;

collecting a variety of texts, and generating a character-
istic word list by implementing word segmentation
processing for each of the texts, the characteristic word
list comprising a plurality of characteristic words;

respectively determining an IDF (inverse document fre-
quency) value for each characteristic word after gen-
erating a characteristic word list by implementing word
segmentation processing for each of the texts, wherein
the IDF value is calculated by following processes:
obtaining a quotient by a quantity of the variety of texts
collected divided by a quantity of texts appearing the
characteristic word, and calculating a logarithm of the
quotient;

for each of the characteristic words, computing a co-
occurrence frequency between each of the characteris-
tic words and each of the hyperlink words;

considering each text to be added a hyperlink as a text X,
and processing the text X by following steps:

carrying out the word segmentation processing to the text
X, and obtaining a segmentation result;

extracting the hyperlink words occurred in the hyperlink
word list and the characteristic words occurred in the
characteristic word list from the segmentation result;

computing a weight of each of the hyperlink words that
are occurred in the hyperlink word list, and computing
a weight of each of the characteristic words that are
occurred in the characteristic word list, which com-
prises:

for each hyperlink word H, calculating the weight WH of
the hyperlink word H:

WH=TFH*IDFH;

wherein, TFH represents TF (term frequency) value of the
hyperlink word H and TFH refers to the quantity of the
hyperlink word H appearing in the text X, and IDFH
represents IDF value of the hyperlink word H;
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for each characteristic word F, calculating the weight WH
of the characteristic word F:

WEF=TFF*IDFF;

wherein, TFF represents TF value of the characteristic
word F, and IDFF represents IDF value of the charac-
teristic word F;

determining a final weight of each of the hyperlink words
according to each co-occurrence frequency and the
weights of the hyperlink words;

descendingly sorting the hyperlink words occurred in the

hyperlink word list according to the final weights of the
hyperlink words, and obtaining K numbers of hyperlink
words that are arranged in first; and

adding hyperlinks to the K numbers of hyperlink words,

wherein K is a positive integer.
2. The method according to claim 1, the step of generating
a characteristic word list by implementing word segmenta-
tion processing for each of the texts, comprising:
extracting all unrepeated words obtained by the word
segmentation processing as the characteristic words; or

removing high-frequency words, stop words and low-
frequency words from all the unrepeated words
obtained by the word segmentation processing, and
considering remaining words as the characteristic
words.

3. The method according to claim 1, the step of for each
of the characteristic words, computing a co-occurrence
frequency between each of the characteristic words and each
of the hyperlink words, comprising:

for each characteristic word y and each hyperlink word x,

calculating the co-occurrence frequency P(x/y) using a
formula of:

P(x/y)=a quantity of xy co-occurrences/a quantity of
¥ occurrences;

wherein, the quantity of Xy co-occurrences represents the
number of texts appearing the characteristic words y
and the hyperlink words x in the same time; the

quantity of y occurrences represents the number of

texts appearing the characteristic words y;

or,

for each characteristic word y and each hyperlink word x,
calculating the co-occurrence frequency P(x/y) using a
formula of:

Pxly)y=H(x.y)/ 1(x,y)=H(x,y) (Hx)+H(y)-H(x.));

wherein, H represents information entropy, | represents

mutual information.

4. The method according to claim 1, the step of deter-
mining a final weight of each of the hyperlink words
according to each co-occurrence frequency and the weights
of the hyperlink words, comprising:

for each hyperlink word H, calculating the final weight

WH' of the hyperlink word H:

0
Wiy = Wi x » P(H/F)x Wes
i=1

wherein, n represents a quantity of the characteristic
words.
5. A device for adding hyperlinks to hyperlink words in a
text, comprising:
a preprocessing module, configured to create a hyperlink
word list in advance, collect a variety of texts, generate
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a characteristic word list by implementing word seg-
mentation processing for each of the texts, and for each
of the characteristic words computer a co-occurrence
frequency between each characteristic word list and
each hyperlink word, wherein the hyperlink word list
comprising a plurality of hyperlink words and the
characteristic word list comprising a plurality of char-
acteristic words;

the preprocessing module, further configured to respec-
tively determine an inverse document frequency (IDF)
value for each characteristic word, wherein the IDF
value is calculated by obtaining a quotient by a quantity
of the variety of texts collected divided by a quantity of
texts appearing the characteristic words, and calculat-
ing a logarithm of the quotient;

an adding module, configured to consider each text to be
added a hyperlink as a text X, and process the text by
following steps:

carrying out the word segmentation processing to the text
X, and obtaining a segmentation result;

extracting the hyperlink words occurred in the hyperlink
word list and the characteristic words occurred in the
characteristic word list from the segmentation result;

computing a weight of each of the hyperlink words that
are occurred in the hyperlink word list, and computing
a weight of each of the characteristic words that are
occurred in the characteristic word list;

determining a final weight of each of the hyperlink words
according to each co-occurrence frequency and the
weights of the hyperlink words;

descendingly sorting the hyperlink words occurred in the
hyperlink word list according to the final weights of the
hyperlink words, and obtaining K numbers of hyperlink
words that are arranged in first; and

adding hyperlinks to the K numbers of hyperlink words,
wherein, K is a positive integer;

the adding module comprising a processing sub-unit
module configured to extract the hyperlink words
occurred in the hyperlink word list and the character-
istic words occurred in the characteristic word list from
the segmentation result; for each hyperlink word H,
calculate the weight WH of the hyperlink word H:
WH=TFH*IDFH, wherein TFH represents TF (term
frequency) value of the hyperlink word H and TFH
refers to the quantity of the hyperlink word H appearing
in the text X, and IDFH represents IDF value of the
hyperlink word H; for each characteristic word F,
calculate the weight WH of the extracted characteristic
word F: WF=TFF*IDFF; wherein TFF represents TF
value of the characteristic word F, and IDFF represents
IDF value of the characteristic word F.

6. The device according to claim 5, wherein the prepro-

cessing module, comprises:

a first processing unit, configured to create a hyperlink
word list;

a second processing unit, configured to collect a variety of
texts, generate a characteristic word list by implement-
ing word segmentation processing for each of the texts,
and compute the co-occurrence frequency between
each characteristic word and each hyperlink word.

7. The device according to claim 6, wherein the second

processing unit comprises:

a first processing sub-unit, configured to collect a variety
of texts; and

a second processing sub-unit, configured to carry out the
word segmentation processing for each of the texts, and
extract all unrepeated words obtained by the word
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segmentation processing as the characteristic words to
form a characteristic word list; or, remove high-fre-
quency words, stop words and low-frequency words
from all the unrepeated words obtained by the word
segmentation processing, and consider remaining
words as the characteristic words to form a character-
istic word list;

for each characteristic word y and each hyperlink word x,
calculating the co-occurrence frequency P(x/y) using a
formula of: P(x/y)=a quantity of Xy co-occurrences/a
quantity of y occurrences; wherein, the quantity of xy
co-occurrences represents the number of texts appear-
ing the characteristic words y and the hyperlink words
x in the same time; the quantity of y occurrences
represents the number of texts appearing the charac-
teristic words y;

or,

for each characteristic word y and each hyperlink word x,
calculating the co-occurrence frequency P(x/y) using a
formula of: P(x/y)=H(x,y)/1(x,y) =H(x,y ) (HX)+H(y)-
H(x,y)), wherein, H represents information entropy; I
represents mutual information.

8. The device according to claim 7, wherein the adding

module comprises:

a third processing unit, configured to carry out the word
segmentation processing to the text X and obtain a
segmentation result; and

a fourth processing unit, configured to extract the hyper-
link words occurred in the hyperlink word list and the
characteristic words occurred in the characteristic word
list from the segmentation result, compute a weight of
each of the hyperlink words that are occurred in the
hyperlink word list, and compute a weight of each of
the characteristic words that are occurred in the char-
acteristic word list, and determine the final weight of
each of the hyperlink word according to each co-
occurrence frequency and the weights of the hyperlink
words; and

a fifth processing unit, configured to descendingly sort the
hyperlink words occurred in the hyperlink word list
according to the final weights of the hyperlink words,
and obtain K numbers of hyperlink words that are
arranged in first, and add hyperlinks to the K numbers
of hyperlink words, wherein, K is a positive integer.

9. The device according to claim 8, wherein the fourth

processing unit comprises:

a fourth processing sub-unit, configured to, for each
hyperlink word H, calculate the final weight WH' of the
hyperlink word H:

.
Wiy =Wy« y PUH|F)« W
i=1

wherein, n represents a quantity of the characteristic words.
10. A non-transitory computer readable storage medium,
storing one or more programs for execution by one or more
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processors of a computer having a display, the one or more
programs comprising instructions for:

creating a hyperlink word list in advance, the hyperlink
word list comprising a plurality of hyperlink words;

collecting a variety of texts, and generating a character-
istic word list by implementing word segmentation
processing for each of the texts, the characteristic word
list comprising a plurality of characteristic words;

respectively determining an IDF (inverse document fre-
quency) value for each characteristic word after gen-
erating a characteristic word list by implementing word
segmentation processing for each of the texts, wherein
the IDF value is calculated by following processes:
obtaining a quotient by a quantity of the variety of texts
collected divided by a quantity of texts appearing the
characteristic word, and calculating a logarithm of the
quotient;

for each of the characteristic words, computing a co-
occurrence frequency between each of the characteris-
tic words and each of the hyperlink words;

considering each text to be added a hyperlink as a text X,
and processing the text X by following steps:

carrying out the word segmentation processing to the text
X, and obtaining a segmentation result;

extracting the hyperlink words occurred in the hyperlink
word list and the characteristic words occurred in the
characteristic word list from the segmentation result;

computing a weight of each of the hyperlink words that
are occurred in the hyperlink word list, and computing
a weight of each of the characteristic words that are
occurred in the characteristic word list, which com-
prises:

for each hyperlink word H, calculating the weight WH of
the hyperlink word H:

WH=TFH*IDFH;

wherein, TFH represents TF (term frequency) value of the
hyperlink word H and TFH refers to the quantity of the
hyperlink word H appearing in the text X, and IDFH
represents IDF value of the hyperlink word H;

for each characteristic word F, calculating the weight WH
of the characteristic word F:

WF=TFF*IDFF;

wherein, TFF represents TF value of the characteristic
word F, and IDFF represents IDF value of the charac-
teristic word F;

determining a final weight of each of the hyperlink words
according to each co-occurrence frequency and the
weights of the hyperlink words;

descendingly sorting the hyperlink words occurred in the
hyperlink word list according to the final weights of the
hyperlink words, and obtaining K numbers of hyperlink
words that are arranged in first; and

adding hyperlinks to the K numbers of hyperlink words,
wherein K is a positive integer.

#* #* #* #* #*



